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ABSTRACT
A blowing-snow model (SnowTran-3D) was combined with field measurements of

end-of-winter snow depth and density to simulate solid (winter) precipitation, snow transport,

and sublimation distributions over a 20,000-km2 arctic Alaska domain. The domain included

rolling uplands and a flat coastal plain. Simulations were produced for the winters of 1994-95,

1995-96, and 1996-97. The model, which accounts for spatial and temporal variations in

blowing-snow sublimation, and saltation and turbulent-suspended transport, was driven with

interpolated fields of observed temperature, humidity, and wind speed and direction. Model

outputs include local (a few hundreds of meters) to regional (several tens of kilometers)

distributions of winter snow-water-equivalent depths and blowing-snow sublimation losses, from

which we computed the regional winter precipitation distributions. At regional scales, the end-

of-winter snow depth is largely equal to the difference between winter precipitation and moisture

loss due to sublimation. While letting SnowTran-3D simulate the blowing-snow sublimation

fluxes, the precipitation fields were determined by forcing the regional variation in model-

simulated snow depths to match measured values. Averaged over the entire domain and the three

simulation years, the winter precipitation was 17.6 cm, with uplands values averaging 19.0 cm

and coastal values averaging 15.3 cm. On average, 21% of the precipitation was returned to the

atmosphere by blowing-snow sublimation, while in the windier coastal regions, 34% of the

winter precipitation sublimated.
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1. Introduction

Throughout the arctic, much of the winter precipitation falls as a solid, influencing

numerous components of the high-latitude hydrologic cycle. As the winter progresses, this

precipitation accumulates on the ground, building a snowcover that affects atmospheric and soil

temperatures by moderating conductive, sensible, and latent energy transfers between the

atmosphere, snowcover, and ground (e.g., Hinzman et al. 1998; Nelson et al. 1998; Liston 1999).

During snowmelt in the spring, the release of this precipitation also impacts snow-land-

atmosphere energy exchanges (e.g., Liston 1995; Neumann and Marsh 1998), and soil-moisture

conditions, runoff, and active layer characteristics (e.g., Kane et al. 1991; Everett et al. 1996;

Hinzman et al. 1996; McNamara et al. 1997, 1998, 1999; Marsh 1999).

Unfortunately, accurate arctic solid-precipitation measurements have proven nearly

impossible to achieve because this precipitation generally falls when it is windy, and

precipitation gauges located in windy environments significantly underestimate solid-

precipitation amounts (Larson and Peck 1974; Goodison et al. 1981; Benson 1982; Yang et al.

1998, 2000). Even the most advanced and complex shielded precipitation gauges, such as the

World Meteorological Organization (WMO), Solid Precipitation Measurement Intercomparison

“octagonal vertical double fence intercomparison reference”, are unable to measure the true

precipitation (liquid or solid) and require corrections for wind speed (Yang et al. 1998).

Additional complications include the generally sparse precipitation measurement network in

remote arctic areas, and the unattended operation of many gauges in these areas. In combination,

these inherent problems lead us to conclude that, even though quantifying solid-precipitation

distributions across different landscapes is critical to understanding and modeling Earth’s climate

system, these precipitation distributions are virtually unknown. This ignorance of such a

fundamental climate-system component is a serious impediment to many arctic hydrologic,

atmospheric, and ecological research efforts, and there is a strong need to develop alternative

methods to determine solid-precipitation distributions.

During a series of over-snow traverses in arctic Alaska between 1994-1997, we found we

could make detailed snow-water-equivalent depth measurements over 200-km long observational

transects (König and Sturm 1998; Sturm et al. 2001a; Taras et al. 2002). It was tantalizing to

realize that if we could account for blowing-snow redistribution and sublimation, then these

snow-depth measurements could be converted into a measure of the winter solid precipitation.

This became possible with the development of a blowing-snow model (SnowTran-3D; Liston

and Sturm 1998) that simulates snow-transport and sublimation processes (Figure 1).

Arctic tundra snowcovers are typically thin (< 60 cm), and the frequent occurrence of
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blowing snow leads to significant snow redistribution. This redistributed snow erodes from

higher-wind-speed areas, like ridge tops, and accumulates in lower-wind-speed areas, like the lee

of ridges, topographic depressions, and taller vegetation (Benson and Sturm 1993; Pomeroy et al.

1993; Liston and Sturm 1998; Sturm et al. 2001a, 2001b, 2001c; Liston et al. 2002). If wind-

transported snow is not deposited in some kind of drift trap, and if the blowing-snow event lasts

long enough and the air remains unsaturated, then the particles can eventually sublimate away.

Tabler (1975) introduced the idea of a particle transport distance: the distance an average-sized

snow/ice grain can travel before it completely sublimates. For Wyoming, he found transport

distances of approximately 3 km. By applying the same ideas to arctic Alaska, Benson (1982)

calculated transport distances of 2 to 3 km for a region south of Barrow, Alaska. As a

consequence of the vigorous wind transport, a significant portion (5 to 50%) of the arctic

snowcover is returned to the atmosphere by sublimation of the wind-borne snow particles

(Benson 1982; Liston and Sturm 1998; Essery et al. 1999; Pomeroy and Essery 1999). In

Canada, estimates of the amount of solid precipitation that sublimates range from 15 to 41% on

the Canadian prairies (Pomeroy and Gray 1995), and 20 to 47% in the Trail Valley Creek area of

the Western Canadian arctic (Pomeroy et al. 1997; Essery et al. 1999). These high rates are

achieved during blowing-snow events because of the relatively high particle surface-area to mass

ratio, and high particle ventilation rates (Schmidt 1972). They are much higher (as much as two

orders-of-magnitude) than those found on a static snow surface under the same atmospheric

conditions (Schmidt 1982). Blowing-snow sublimation rates are most strongly dependent upon

air temperature, humidity deficit, wind speed, and particle size distribution (Schmidt 1972, 1982;

Tabler 1975; Pomeroy and Gray 1995). As evidence of the importance of blowing-snow

sublimation in arctic Alaska, we find that only when we include blowing-snow sublimation

processes in our arctic Alaska simulations do we reproduce the observed snow distributions

(Liston and Sturm 1998).

In what follows, we present a methodology to derive regional winter solid-precipitation

distributions from a combination of SnowTran-3D model simulations and sparsely distributed

snow-depth measurements. The methodology is applied over a 20,000-km2 area of arctic Alaska.

Because of blowing-snow redistribution and sublimation processes, the snow distribution within

this domain varies on a local scale of a few hundreds of meters. It also varies on a regional scale

of several tens of kilometers in response to regional precipitation, air temperature, humidity, and

wind speed and direction gradients.

Previous arctic, three-dimensional, full-winter, blowing-snow simulations have been

performed by Liston and Sturm (1998) over a 6 km2 Alaska domain; by Bruland et al. (2002)
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over 25 km2 and 250 km2 domains in Svalbard, Norway; by Hasholt et al. (2002) over a 256 km2

eastern Greenland domain (all using SnowTran-3D); and by Essery et al. (1999) over a 168 km2

Canadian domain using a spatially distributed version of the Prairie Blowing Snow Model

(PBSM; Pomeroy et al. 1993). Because of their relatively small domains, these previous studies

did not address regional precipitation gradients.

2. Methods

a. Study domain

Winter precipitation and snowcover evolution were simulated from 1 September through

30 April for the years 1994-95, 1995-96, and 1996-97. In the following discussions, these

simulation periods are referred to as 1995, 1996, and 1997, respectively. The spatial domain

covers an 85 × 230 km region in arctic Alaska that is bounded by the Brooks Range to the south

and the Arctic Ocean to the north, and includes the Kuparuk River Basin (Figure 2). The

southern and northern boundaries of the domain are at approximately 68° 28' and 70° 32' North

latitude, respectively. Vegetation within this domain ranges from rocky barrens in some river

bottoms, to low-growing tundra vegetation types, to taller shrub vegetation located in hillside

water tracks and along streams and rivers (Figure 2a). In the southern portion of the domain the

topography is characterized by gently rolling ridges and valleys referred to as “uplands”, and the

northern portion is generally flat and referred to as “coastal” (Figure 2b); the uplands-coastal

boundary occurs near the 100-m elevation contour (Figure 2b) at a south-north position of

roughly 140 km (Figure 2a). During the “winter” months (September through April), air

temperatures are usually below freezing and virtually all precipitation falls as a solid.

b. Snow observations

In April of 1995, 1996, and 1997 we traversed from the headwaters of the Kuparuk Basin

to the arctic coast, making extensive snow depth and density measurements. These

measurements were made within a few weeks of the snowmelt period, and are considered to

closely represent end-of-winter values. In 1996, we made snow measurements at the 71 sites

identified in Figure 2b; a slightly different number of sites and locations were occupied in 1995

and 1997. At each site, 201 depth measurements (König and Sturm 1998; Sturm et al. 2001a;

Taras et al. 2002) were made on hundred-meter lines (approximately 14,000 snow-depth

measurements on each traverse). By making numerous measurements along the hundred-meter

lines, each measurement site provided a measure of the local snow distribution instead of just a

“point” value. In addition, at these sites, 10 snow cores were obtained and used to compute the
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snow-water-equivalent depth, and snow density was measured layer-by-layer in 5 snow pits.

Snow-pit and core density measurements agreed to within 1.5%. Based on these data, a

relationship between snow depth and snow density was developed that allowed us to convert

from one to the other (see Sturm et al. 2001a). Coastal densities were slightly higher than

uplands densities, but the differences were too small to warrant using spatially varying snow

densities in the model simulations. Thus, we convert between snow depth and snow-water-

equivalent depth using winter-average bulk density values of 295, 255 and 270 kg m-3 for 1995,

1996, and 1997 respectively.

To determine the regional (south-north) snow-depth trends for each traverse, the 201

snow-depth measurements from each site were averaged, and the sites classified as exposed areas

(e.g., ridges; 11 in 1996), sheltered areas (e.g., valleys and creeks; 12 in 1996), or intermediate

areas (e.g., flat or gentle slopes; 48 in 1996) (see Taras et al. 2002). Because of the extreme local

snow-depth variability found in the exposed and sheltered areas, only the intermediate data were

used to define the regional trends. The intermediate data were grouped into discrete bands and

the mean snow depth was calculated for each band. For example, there were 10 east-west bands

in 1996, each spanning about 20 km from south to north. These data are plotted in Figure 3,

along with a sixth-order polynomial fit to those data. The polynomial coefficients are listed in

Table 1. The trends are similar for the three years except for two high values from the southern

uplands recorded in 1995.

Sturm et al. (2001a) showed that there are two distinctly different snow regimes across

the Kuparuk Basin, uplands and coastal, and represented these by independent uplands and

coastal regression curves (leading to a discontinuity at the uplands-coastal boundary). However,

the depth contrast across the discontinuity is not large. Therefore, to simplify the modeling, in

this paper we represent the south-north snow-depth variations in the Basin as continuous

functions.

c. Model description

SnowTran-3D is a three-dimensional model that simulates snow-depth evolution over

topographically variable terrain (Figure 1). The model was originally developed and tested in an

arctic-tundra landscape (Liston and Sturm 1998), but is generally applicable to other treeless

areas characterized by sufficiently strong winds, below-freezing temperatures, and solid

precipitation (Greene et al. 1999; Liston et al. 2000; Prasad et al. 2001; Hiemstra et al. 2002).

SnowTran-3D’s primary components are: 1) the wind-flow forcing field; 2) the wind-shear stress

on the surface; 3) the transport of snow by saltation; 4) the transport of snow by turbulent
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suspension; 5) the sublimation of saltating and suspended snow; and 6) the accumulation and

erosion of snow at the snow surface. The required model inputs are: 1) spatially-distributed

temporally-varying fields of precipitation, wind speed and direction, air temperature, and

humidity, obtained from meteorological stations located within the simulation domain and/or an

atmospheric model; and 2) spatially-distributed fields of topography and vegetation type. Within

the model, each grid cell is assigned a single vegetation type, and each vegetation type is

assigned a canopy height that defines the vegetation snow-holding depth. The snow depth must

exceed the vegetation snow-holding depth before snow becomes available for wind transport

(i.e., snow captured within the vegetation canopy by either precipitation or blowing-snow

deposition cannot be removed by the wind). Because of these important snow-vegetation

interactions (McFadden et al. 2001; Sturm et al. 2001b; Liston et al.2002), SnowTran-3D

simulates the snow-depth evolution, and then uses the snow density to convert to the more

hydrologically significant snow-water-equivalent.

The foundation of SnowTran-3D is a mass-balance equation that describes the temporal

variation of snow depth at each point within the simulation domain (Liston and Sturm 1998).

Deposition and erosion, which lead to changes in snow depth at these points, are the result of: 1)

changes in horizontal mass-transport rates of saltation, Qsalt (kg m-1 s-1), 2) changes in horizontal

mass-transport rates of turbulent-suspended snow, Qturb (kg m-1 s-1), 3) sublimation of transported

snow particles, Qv (kg m-2 s-1), and 4) the water-equivalent precipitation rate, P (m s-1).

Combined, the time rate of change of snow depth, ζ (m), is

where t (s) is time; x (m) and y (m) are the horizontal coordinates in the west-east and south-

north directions, respectively; and ρs and ρw (kg m-3) are the snow and water density,

respectively. At each time step, Equation (1) is solved for each individual grid cell within the

domain, and is coupled to the neighboring cells through the spatial derivatives (d/dx, d/dy). In

this formulation, we have assumed that sublimation from a static snow surface (no blowing

snow) is negligible compared to the blowing-snow sublimation fluxes; the latter can be more

than 100 times larger than the former.

The results of this paper rely heavily on the formulation of the sublimation term, Qv, in

Equation 1. Our sublimation model follows that of Schmidt (1972; 1991), Pomeroy et al. (1993),
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and Pomeroy and Gray (1995), where the sublimation rate of transported snow, per unit area of

snow cover, Qv, is given by

∫=
tz

v dzzxzxxQ
0

*** ),(φ),(Ψ)( (2)

where x* (m) is the horizontal coordinate (in a reference frame defined by the wind-flow

direction), z (m) is the height coordinate, Ψ(s-1) is the sublimation-loss rate coefficient, φ (kg m-3)

is the mass concentration of the snow-particulate “cloud”, and the integration limits are from the

snow surface through the saltating layer to the top of the turbulent-transport layer (at z = zt).

The sublimation-loss rate coefficient, Ψ, describes the rate of particle mass-loss as a

function of height within the blowing and drifting snow profile, and is a function of 1)

temperature-dependent humidity gradients between the snow particle and the atmosphere, 2)

conductive and advective energy and moisture transfer mechanisms, 3) particle size, and 4) solar

radiation intercepted by the particle. In addition, we assume that a) the mean particle size decays

exponentially with height, b) the relative humidity follows a logarithmic distribution, decreasing

with height, c) the air temperature in the snow-transport layer is well mixed and constant with

height, d) the variables defined within the saltation layer are constant with height, and those in

the turbulent-suspension layer vary with height, and e) the solar radiation absorbed by snow

particles is a function of the solar elevation angle (latitude, time-of-day, day-of-year) and

fractional cloud cover. Complete formulation details for each term in Equations (1) and (2) can

be found in Liston and Sturm (1998).

The simulations used a 100 × 100 m horizontal grid spacing and a 1-day time step. The

grid spacing and time step were chosen to be compatible with available data sets and to minimize

computational expense over this relatively large domain. In areas where the observed

topographic variability is not described by the 100-m grid increment, like sharp ridges and river

cut banks, the simulated snow distribution will be smoother than in the natural system. In a

similar way, snow-transport events that are shorter than the 1-day time step will not be well

represented by the model; for simulations spanning the entire snow-season, we have not found

this to be a significant problem, largely because wind events strong enough to transport snow

usually last more than one day.

The snow-holding depth for, and fraction of the domain covered by, each vegetation type

are given in Table 2. Although it depends on many factors, we have found the snow-holding

depth for arctic vegetation generally lies between the average and the maximum vegetation

height, with 80% of the maximum vegetation height usually yielding an appropriate vegetation
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snow-holding depth; to determine these values we used vegetation data from Bliss and

Matveyeva (1992). The snow density for each of the years was defined based on our

observations discussed in the previous section. All other SnowTran-3D user-defined constants

are the same as those used by Liston and Sturm (1998). Because of the significant fraction of

lakes in the simulation domain (Figure 2a), any model grid cell classified as inland water was not

allowed to accumulate snow, by precipitation or blowing-snow mechanisms, until after its

surface was frozen; any such moisture fell into the unfrozen lake. Based on arctic Alaska lake-

ice model simulations (Liston and Hall 1995; Jeffries et al. 1996), a 12 September freeze-up date

was defined for each of the simulation years. Because of their lack of roughness elements to

capture and hold snow, inland-water grid cells (Figure 2a) are assumed to have a vegetation

snow-holding depth of 0 cm (Table 2).

d. Atmospheric forcing

SnowTran-3D was driven with air temperature, humidity, and wind speed and direction

data from two of our meteorological stations, and eight of those run by the Water and

Environmental Research Center, University of Alaska, Fairbanks (Figure 2b). These

meteorological stations do not measure winter precipitation; our method to determine the

precipitation is discussed in the following section. There are three Natural Resources

Conservation Service gauges within the simulation domain that measure winter precipitation;

data from these gauges will be compared with our model outputs in the Results section.

The meteorological data were interpolated to the spatially- and temporally-continuous

form required by SnowTran-3D (values at each grid point, and for every model time step) using

the following procedures: since not all of the towers were the same height, we assumed a

logarithmic wind profile and vertically interpolated the wind-speed data to a common 10-m level

using a roughness length of 0.001 m under the assumption of a sastrugi-covered snow surface.

Because the station distribution was not sufficient to capture west-east gradients throughout the

domain (there is only one station in the western portion of the domain; Figure 2b), we used the

data sets to define only the south-north meteorological variations. Our field measurements along

two east-west cross-lines (Figure 2) suggest that the regional east-west gradients are small; this

assumption is further supported by the relatively narrow width of the domain. For each model

time step the available station data were gridded to the model grid using an inverse-square-

weighting interpolation procedure. The resulting south-north variations in atmospheric forcings

are summarized in Figures 4 and 5. As part of the model simulations, the south-north wind-

speed distributions were modified using the empirical wind-topographic relationship described in
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Liston and Sturm (1998), where the wind speeds are locally increased on ridges and windward

slopes, and locally decreased in topographic depressions and on lee slopes. The values presented

in Figures 4 and 5 are winter averages that include only those days when the wind speeds where

greater than 5 m s-1. This 5 m s-1 value was chosen because it has been observed to be the lower-

bound for blowing snow occurrence within arctic Alaska (Sturm et al. 2001c); values below this

threshold were not included so Figures 4 and 5 would more closely display atmospheric

conditions found during snow transport when redistribution and sublimation are important.

Figure 4 shows that during all three years the air temperature decreased from the uplands

to the uplands-coastal boundary, and was fairly constant from there to the coast. The relative

humidity increased from the uplands to the uplands-coastal boundary, and was fairly constant

from there to the coast. The wind speed generally increased along the entire transect from the

uplands to the coast, with 1997 having reduced (by approximately 1 m s-1) speeds compared to

the other two years. The number of days with wind speeds greater than 5 m s-1 nearly doubled

from the uplands (with an average of about 60 days) to the coast (with an average of about 110

days). Olsson et al. (2002) also provides an analysis of Kuparuk Basin air temperature, humidity,

and wind data.

The wind directions corresponding to these wind events also varied significantly from

south to north (Figure 5). In the southern portion of the domain (0 to 40 km in the ordinate of

Figure 2 and abscissa of Figure 5), the wind directions were divided approximately equally

among the east and west, with slightly more wind from the south. Between 40 and 140 km,

winds predominantly came from the south and west. Between 140 km and the coast, winds were

predominantly from the east or west. These easterly and westerly winds near the coast, and their

influence on snow redistribution, have been documented by other researchers (e.g., Benson and

Sturm 1993). Within the simulation domain, virtually no winds above 5 m s-1 came from the

north. Field measurements of the orientation of snow drift features, like dunes and sastrugi,

confirm these basic wind-direction patterns.

e. Data assimilation (to determine the precipitation)

To determine the total winter solid-precipitation distribution we adopted the following

methodology. At the regional scale, such as that relevant to arctic Alaska winter precipitation

mechanisms, local-scale erosion and deposition terms (d/dx, d/dy) in Equation 1 largely average

out and become negligible. In this case, the winter surface moisture balance becomes
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where ζ* (m) is the end-of-winter snow-water-equivalent depth; P* (m) is the winter-total snow-

water-equivalent solid precipitation; and Qv
* (m) is the winter-total blowing-snow snow-water-

equivalent sublimation (a negative number from the perspective of the snowcover). We use

SnowTran-3D to calculate Qv
*, and our measured values to define ζ*. Then we determine the

precipitation values that satisfy Equation 3. Thus, the resulting quality of P* is dependent upon

the accuracy of Qv
* and ζ*.

To determine the total winter precipitation, SnowTran-3D was run iteratively in “data

assimilation mode” where we adjusted the model’s precipitation input until the simulated end-of-

winter snow-water-equivalent depths closely matched our measured south-north varying end-of-

winter snow distributions. In this iterative procedure, our initial precipitation estimate was the

measured south-north varying snow-water-equivalent distribution (Figure 3), recognizing that

this provided a lower-bound on the required precipitation input. During subsequent iterations the

model precipitation input at each time step was adjusted using the formula

where i is the iteration; ζ*
obs is the observed end-of-winter snow-water-equivalent depth, defined

by the polynomial-fitted curve given in Figure 3 and Table 1; and ζ*
mod is the modeled end-of-

winter snow-water-equivalent depth. Here we have assumed that there was only south-north

variation in P* and ζ* (and thus Qv
* through Equation 3).

The south-north varying modeled snow-water-equivalent depths ( ζ*
mod(y); 2301 values or

positions) were computed by averaging all west-east model depth outputs (851 values) at each y

position; effectively averaging out the local-scale variability resulting from erosion and

deposition processes. During the model iterations, as P* was adjusted, the Qv
* distribution also

changed. This is because the different P* values modify the time at which the snow on the

ground exceeded the vegetation snow-holding depth. This, in turn, modified the amount of

available snow for wind transport. The solution was assumed to converge when the difference

between ζ*
obs (y) and ζ*

mod (y) was less than 1% of ζ*
obs (y) (about 0.1 cm snow-water-equivalent)

for all values of y. This was achieved in 5 to 8 iterations.

This data assimilation procedure for determining the precipitation has not been described

previously, but we have used the same idea in a much less formal way to determine winter

,Q+P= v

***ζ (3)

( ) ,(y)-(y)+(y)P=(y)P
**

obs
*

i
*

1+i ζζ mod
(4)
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precipitation in other locations. These efforts include previous arctic Alaska snow-distribution

simulations (Liston and Sturm 1998), alpine snow drift studies in Colorado and Wyoming

(Greene et al. 1999; Hiemstra et al. 2002), hydrology studies in Norway (Bruland et al. 2002),

and glacier mass-balance studies in Greenland (Hasholt et al. 2002). None of these studies

explicitly produced P* distributions, but all of them used an approach where P* was adjusted in

SnowTran-3D until the modeled area-averaged snow depth equaled the observed value. These

studies suggest that the methodology presented here is generally applicable to other areas where

wind redistribution of snow, and blowing-snow sublimation, are significant components of the

winter landscape.

To meet the SnowTran-3D input requirement of a daily precipitation input that summed

to equal the total-winter precipitation quantities (P*), solid precipitation was assumed to fall

when the air temperature was below freezing and the relative humidity was greater than 80%.

For each day meeting these criteria, the ratio of humidity in excess of 80% on that day, to the

sum of humidity in excess of 80% for the entire winter, was computed. To produce a daily

precipitation value, this daily ratio was multiplied by the total-winter precipitation estimate.

Liston and Sturm (1998) found SnowTran-3D to be largely insensitive to the threshold humidity

value. This is due, in part, to the relatively low temperatures found throughout the arctic, and the

resulting slow progression of bonding between snow grains. This insensitivity is also consistent

with the arctic Alaska results of Sturm et al. (2001c), who found that 15 days after a snowfall

event undisturbed snow could still be transported by wind.

3. Results

a. Model simulations

The convergence of the 1995 model solution (using Equation 4) to the observed snow-

water-equivalent depth distribution (Figure 3) is shown in Figure 6. The convergence behavior

was similar for 1996 and 1997 (not shown). The three components of the winter snow

distribution for 1995 (Figure 7) show a precipitation maximum in the uplands region, and a

minimum in the coastal region that includes a small secondary precipitation maximum just south

of the coast. Total 1995 winter blowing-snow sublimation was a maximum in the windy coastal

regions, and a minimum in the uplands. The high coastal sublimation offset the coastal

precipitation to produce snow depths that decreased monotonically from the uplands to the coast.

Figure 8a shows the simulated snow-depth distribution for 1995. Superimposed on the

regional (south-north) snow-depth variation summarized in Figure 7 are local-scale variations

resulting from 100-meter to few-kilometer topographic and vegetation variations. Figure 8a
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displays these local erosion and deposition variations in the form of alternating bands of differing

snow depths. At the regional scale, the deepest snow was in the uplands, and the shallowest

snow was in the coastal regions. The precipitation fraction that sublimated during 1995 is given

in Figure 8b. Coincident with the greatest sublimation amounts occurring in the coastal regions

(Figure 7), the fraction of precipitation that sublimated was a maximum (25-55%) in the coastal

region between south-north positions 140 and 230 km, and a minimum (5-25%) in the uplands

between 0 and 140 km (Figure 8b). Figures 7 and 8 suggest that an important contributing factor

to the low coastal snow depths is the high coastal sublimation. In contrast, the sublimation over

the uplands is relatively constant, and the precipitation generally increases, as one moves south

from the uplands-coastal boundary. Thus, precipitation is playing a key role in defining uplands

snow distributions, while sublimation is playing a key role in defining the coastal distributions.

The 1996 simulated patterns of snow-depth and sublimation were similar to 1995, while

the magnitudes of these distributions were different (not shown). The precipitation fraction that

sublimated was a maximum (25-55%) in the coastal region between 140 and 230 km, and a

minimum (15-45%) in the uplands between south-north positions 0 and 140 km. The overall

character of the 1997 snow depth and sublimation patterns (not shown) were similar to those of

1995 and 1996. The local-scale snow-distribution variability and the sublimation fraction were

less than in 1995 and 1996 because of the generally lower wind speeds in 1997 (Figure 4c). In

1997 the precipitation fraction that sublimated was a maximum (15-45%) in the coastal region,

and a minimum (5-15%) in the uplands.

The 1995, 1996, and 1997 south-north varying sublimation and precipitation averages are

given in Figures 9 and 10, respectively. The uplands-, coastal-, and domain-averaged moisture

quantities for each of the simulation years are given in Table 3. The fraction of precipitation that

sublimated during blowing-snow events was quite uniform throughout the uplands (Figure 9).

The sublimation increased from the uplands-coastal boundary to the coast. During all three years

the precipitation shows a well-defined maximum in the southern uplands, and a relatively

constant minimum in the coastal regions (Figure 10). During all three years there was a definite

precipitation decrease from the southern uplands to the coastal regions.

b. Comparison with precipitation observations

Within our Kuparuk simulation domain, there are three Wyoming-shielded precipitation

gauges (see Yang et al. 2000 for a picture and a description). The locations of these gauges

correspond to the eastern-most meteorological towers identified in Figure 2b, at the northing

positions 20 km (Imnavait Creek), 110 km (Sagwon), and 210 km (Prudhoe Bay). In an effort to
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assess the accuracy of the precipitation values calculated from the simulations described herein,

we compared our values with the available Wyoming gauge precipitation data (Table 4).

For all of the uplands values in Table 4, the Wyoming gauge measurements are clearly

unrealistic; in all cases we measured more snow on the ground than was caught by the gauge (the

average gauge undercatch was 30%). In a comparison of Imnavait Creek Wyoming gauge

snowfall records with observed Imnavait Creek snow-water-equivalent values for the years 1986-

1991, Yang et al. (2000) also found that gauge values were frequently less than the observed

snow-water-equivalent depths. In addition, they found that, when the sublimation values

calculated by Liston and Sturm (1998) were included, the mean Wyoming gauge undercatch was

32% for the 3 years containing no missing data (1987, 1988, and 1990). Thus, the Liston and

Sturm (1998) results are completely consistent with the uplands values calculated herein.

For the coastal station, in 1996 the Wyoming gauge measured 16% more precipitation

than simulated by the model, suggesting an even greater fraction of the coastal precipitation

sublimated (51%) than was suggested by our simulations (43%). Yang and Ohata (2001)

suggested that under very high wind speeds, precipitation gauges can catch horizontal blowing

snow fluxes and thus overestimate the solid precipitation. In 1997, our simulations and the

gauge precipitation values were quite similar, leading the fraction of precipitation that sublimated

to be reduced from the modeled value of 31%, to 29%.

Clearly, for the uplands, even without considering our simulations, the Wyoming gauge

data cannot be used without applying some kind of correction (there was more snow on the

ground than was captured by the gauge). This correction must have some spatial and temporal

dependence on environmental conditions (like wind speed) at each gauge. Yang et al. (2000)

presented results from the WMO Solid Precipitation Measurement Intercomparison Project;

gauge catch for the Double Fence Intercomparison Reference (DFIR) and the Wyoming gauge

were compared under snowfall and blowing-snow conditions at four WMO intercomparison

sites: Reynolds Creek, Idaho, USA; Bismarck, North Dakota, USA; Rabbit Ears Pass, Colorado,

USA; and Regina, Saskatchewan, Canada. Assuming the DFIR collects the true precipitation (its

undercatch, 5-10% for high wind speeds, is much smaller than the other available gauges; Yang

et al. 2000), the average Wyoming gauge undercatch for snowfall and blowing-snow conditions

was 6 and 55%, respectively.

Since the gauge corrections based on our model simulations (the undercatch listed in

Table 4) generally fall within the 6 and 55% values listed by Yang et al. (2000), we believe our

simulated values are reasonable. It is also clear that, although Wyoming gauge corrections are

required to define the true precipitation, we do not know what those corrections should be. We
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anticipate the gauge-correction factors will increase with increasing wind speed (e.g., Sturges

1986), and that, for conditions of turbulent-suspended snow transport during non-precipitating

events, the gauge catch may actually have to be reduced. Unfortunately, the conclusion is the

same as that stated at the beginning of this paper: we are unable to accurately measure solid

precipitation in windy, arctic conditions.

4. Discussion

Our methodology to determine the precipitation, sublimation, and snow-depth

distributions requires that the following three components of the modeling system reasonably

represent the natural system: 1) the snow-water-equivalent observations and the polynomial fit to

them; 2) the atmospheric-forcing observations; and 3) the snow-transport model. While each of

these components has its deficiencies (Liston and Sturm 1998; Sturm et al. 2001a), they represent

the current state-of-the-science regarding snow-related arctic-winter observational and modeling

procedures and tools. Even though our methodology was only used to define south-north

precipitation variations, it could be easily extended to include west-east variations if the west-

east atmospheric-forcing and/or snow-depth variations were known.

Combining the three modeling-system components has allowed us to estimate the solid-

precipitation variability along an arctic Alaska transect from the Brooks Range to the Arctic

Ocean in a physically realistic way. Our analyses show that the winter precipitation regimes are

significantly different in the uplands and coastal regions, with a precipitation maximum in the

uplands, and a minimum on the coastal plain. Considerable interannual variability was found in

the precipitation magnitudes, particularly in the uplands, although the general south-north

distribution patterns were similar for all three years (Figure 10). In the uplands, precipitation

varied from 17 cm snow-water-equivalent in 1996, to 22 cm in 1995. At the coast, precipitation

varied from 14 to 17 cm, for 1996 and 1995, respectively. Averaged over the three simulation

years, the uplands winter precipitation values were 24% greater than the coastal values.

In all three years the locations of the precipitation and snow-depth maximums and

minimums coincided, while the sublimation had the opposite pattern (Figures 3, 9, and 10). The

sublimation spatial distribution can be largely explained by the south-north atmospheric-forcing

variations (Figure 4). Sublimation is greatest under conditions of high air temperature, low

relative humidity, and high wind speeds. Thus, the temperature and humidity conditions were

most favorable for sublimation in the uplands, but the wind speed was too low (Figure 4). The

increased wind speeds and frequency of wind events over 5 m s-1 in the coastal regions were

enough to compensate for the relatively low temperatures and high humidities found there. In
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addition, the high humidities observed in the coastal regions may, in part, be the result of the

high sublimation rates. One reason why these snow-related distributions are similar from year to

year is because the factors that influence the snow characteristics and distributions are generally

the same (Sturm et al. 1995). These factors are typically climate-related, and include such things

as: prevailing storm winds being typically of a similar magnitude and come from a similar

direction, precipitation-topography relationships are similar, and air temperatures are similar.

The three-year average precipitation fraction that sublimates was 15% in the uplands, and

increased to 34% on the coastal plain (Table 3). In addition to the south-north sublimation

variations, Figure 8b shows there were also considerable local (e.g., slope and aspect)

sublimation variations, ranging from less than 5% to more than 50% of the precipitation.

Pomeroy et al. (1998) also noted that blowing-snow sublimation fluxes can be a significant

component of the winter moisture balance, and that these fluxes are not generally accounted for

within current land-atmosphere interaction models. In a sub-domain of the Kuparuk River Basin,

Liston and Sturm (1998) concluded that accounting for sublimation was required to produce the

observed local-scale snow distributions.

The sublimation quantities computed as part of this study are comparable to those listed

in previous prairie and arctic blowing-snow modeling studies (see Introduction). Since the

sublimation sub-models used in this study are similar to those used in these previous studies, we

expect them to behave similarly, and recognize the need to independently assess the quality of

the sublimation outputs. Pomeroy and Essery (1999) presented such an analysis based on field

observations of surface energy fluxes, and found that the measured latent energy flux during

blowing-snow events was reasonably simulated using the Prairie Blowing Snow Model

(Pomeroy et al. 1993); a model that SnowTran-3D’s sublimation formulation closely follows.

What is really needed to validate the sublimation component of these models is a method to

measure the true solid-precipitation amounts under conditions of non-zero wind speeds. This has

long been recognized, but no acceptable solution has yet been presented. If the true precipitation

and snow depth were known, then the sublimation could be calculated from the difference of

these two variables.

The 1995, 1996, and 1997 simulated snow distributions (e.g., Figure 8a) display two

predominant spatial scales: a local scale and a regional scale. The local scale is dictated by the

topographic and vegetation variability defined by the 100-m topography and vegetation data sets.

At this scale the snow distributions were strongly dependent upon snow erosion on the

windward sides and tops of ridges, and deposition on lee slopes and in valleys. At the regional

scale, variability in the regional atmospheric forcing produced regional snow-distribution
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variations. Our modeling methodology, through Equations 3 and 4, has required that the

simulations match the observed regional snow distributions, and has let the model simulate the

local variations. These local snow-distribution variations arise from the model’s simulation of

wind-speed variations in response to the variable topography (higher wind speeds on windward

slopes, lower speeds on lee slopes, etc.). In our analyses we have not attempted to validate the

local snow distributions, but have assumed that they are reasonable based on the model’s

previous success in this area (Liston and Sturm 1998). The only significant difference between

the model setup for the simulations discussed herein and those presented by Liston and Sturm

(1998), is we have used a 100-m grid increment instead of 20-m. This has smoothed (or

eliminated) the representation of small drift traps that exist within the domain due to higher

resolution vegetation and topographic variations.

5. Conclusions

A blowing-snow model (SnowTran-3D) that accounts for interactions between the

atmosphere, vegetation, topography, and winter snowcover was used to describe the local and

regional variations in snow distributions and atmospheric conditions over a 20,000-km2 arctic

Alaska domain. This region includes a variety of land-cover types and topographic

characteristics ranging from gently rolling ridges and valleys, to flat plains. During the winter

months, virtually all precipitation falls in solid form. The low-growing vegetation and high wind

speeds that characterize the domain allow significant wind redistribution of snow throughout the

winter. This means that snow depths can be quite variable and, under appropriate atmospheric

conditions, some of the snowcover is returned to the atmosphere by blowing-snow sublimation.

Because reasonable (or even unreasonable) winter precipitation measurements do not

generally exist in wind-blown arctic regions, and within our domain in particular, we have

presented a methodology that uses snow-depth measurements and model-simulated blowing-

snow sublimation to calculate the precipitation. This methodology consisted of solving the

model equations in an iterative manner, while adjusting the precipitation inputs until the

simulated snow-depth distributions matched our regional observations. In this way, we

determined the precipitation distributions that produced a “best-fit” with the regional snow-depth

measurements. An attractive feature of this approach is that the model also quantifies the local

and regional sublimation of wind-transported snow, and simulates the local-scale snow-

distribution characteristics, while reproducing the observed regional-scale snow distributions. By

applying this methodology to a relatively large region, we have quantified regional precipitation

distributions along a south-north transect across arctic Alaska. Because of the difficulty in
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making accurate winter precipitation measurements in such environments, our methodology has

provided a plausible precipitation distribution where otherwise there would be none.

This research has highlighted important interrelationships and interactions that exist

within the hydrologic and atmospheric components of the arctic climate system. Snow depths

have been found to vary over a wide range of scales, and associated with these are important

variations in winter precipitation and blowing-snow sublimation fluxes. The local and regional

snow distributions generated as part of this study can be used as part of hydrologic and ecologic

studies interested in such things as the thermal regime of underlying soils (e.g., Taras et al.

2002), the depletion of snow-covered area during snowmelt, and snowmelt runoff. The

sublimation distributions can be used to guide the development of sublimation parameterizations

within regional and global atmospheric models. In addition, the computed precipitation fields

can be used to validate solid-precipitation outputs from regional atmospheric models being

applied to this area of the arctic, and the same methods can be used to produce precipitation

fields in other arctic, prairie, and alpine regions where blowing snow is common.
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Table 1. Coefficients used to define the sixth-order polynomials describing the observed snow-

water-equivalent depth distributions (cm) (Figure 3), in the form

λobs (y) = c1 + c2 y + c3 y2 + c4 y3 + c5 y4 + c6 y5 ,

where 0 ≤ y ≤ 230 km.

1995 1996 1997

c1 21.428 13.158 16.145

c2 2.060E-02 2.608E-02 1.030E-02

c3 -4.211E-04 6.520E-04 8.401E-04

c4 -5.641E-06 -1.486E-05 -1.640E-05

c5 4.461E-08 7.378E-08 8.004E-08

c6 -7.850E-11 -1.104E-10 -1.196E-10

Table 2. Vegetation snow-holding depth (SHD) used in the model simulations, in units of cm

snow depth. Also shown is the areal fraction covered by each vegetation type.

vegetation fraction of domain
SHD (cm) covered (%)

barrens 5 3

moist tundra 10 20

moist/wet tundra 20 40

wet tundra 8 9

shrubland 40 18

water 0 10
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Table 3. Uplands, coastal, and domain-averaged, winter-total moisture balance quantities for

each of the simulation years, in snow-water-equivalent depths (cm). Also shown is the

precipitation fraction (%) that sublimated during blowing snow events.

1995 1996 1997 3-year average

UPLANDS

snow on ground 18.8 13.6 16.1 16.2

precipitation input 21.6 16.9 18.6 19.0

sublimation loss 2.8 3.2 2.6 2.9
(% of precipitation) (13) (19) (14) (15)

COASTAL

snow on ground 10.5 9.0 11.0 10.2

precipitation input 17.0 14.3 14.7 15.3

sublimation loss 6.5 5.3 3.7 5.2
(% of precipitation) (38) (37) (25) (34)

TOTAL DOMAIN

snow on ground 15.6 11.8 14.1 13.8

precipitation input 19.8 15.9 17.1 17.6

sublimation loss 4.2 4.0 3.0 3.7
(% of precipitation) (21) (25) (18) (21)
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Table 4. Wyoming precipitation gauge data (cm snow-water-equivalent). Listed are the gauges

within the Kuparuk simulation domain (see text for gauge locations), the data collected 1

September through 30 April, for each of the simulation years. Also shown is the model-

simulated precipitation (cm snow-water-equivalent) at the gauge locations (from Figure 10); the

gauge undercatch (%) assuming the modeled precipitation is the true precipitation; and the

observed snow depth (cm snow-water-equivalent) at the gauge locations (from Figure 3).

1995 1996 1997
UPLANDS

IMNAVAIT CREEK
gauge precipitation missing data 13.0 13.5

model precipitation 25.7 16.4 19.7

(gauge undercatch, %) (-) (21) (31)

snow on ground 21.6 13.8 16.6

SAGWON
gauge precipitation 12.4 10.4 11.9

model precipitation 18.4 15.2 17.8

(gauge undercatch, %) (33) (32) (33)

snow on ground 16.4 13.2 15.4

COASTAL
PRUDHOE BAY
gauge precipitation missing data 16.8 14.5

model precipitation 19.0 14.5 14.9

(gauge undercatch, %) (-) (-16) (3)

snow on ground 9.6 8.2 10.3



Figure 1.  Key features of the SnowTran-3D model (following Liston and Sturm 1998).
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Figure 2. Kuparuk Basin simulation domain showing (a) vegetation and (b) topography (100-m contour inte
Also shown are the Basin boundary, Dalton Highway, meteorological towers, and snow-data collection site
in 1996. The inset figure identifies the general location of the Kuparuk Basin within arctic Alaska, and pan
identifies the general coastal and uplands subregions.  The domain coordinates can be converted to UTM
adding 354 km to the west-east origin (easting), and 7596 km to the south-north origin (northing) and conv
to meters.  (Data courtesy of D. A. Walker, Institute of Arctic Biology, University of Alaska, Fairbanks.)
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Figure 3. South-north variation of observed Kuparuk Basin end-of-winter snow-water-equivalent

(swe) depths for 1995, 1996, and 1997 for “intermediate” areas only (see text).  Shown are the

sixth-order polynomial fits (lines) to the clustered measurements (markers).  Also shown are the

general coastal and uplands subregions.  The abscissa values correspond to the ordinate values 

Figure 2.
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Figure 4.  Winter-averaged, south-north variation in meteorological forcing used in model

simulations for 1995, 1996, and 1997, for daily-averaged wind speeds greater than 5 m s-1 : (a) air

temperature, (b) relative humidity, and (c) wind speed.  Also shown are (d) the number of events

(days) when the wind speed was greater than 5 m s-1.  The abscissa values correspond to the

ordinate values in Figure 2, and the general coastal and uplands subregions are indicated.  (Data

in part, courtesy of Douglas L. Kane and Larry D. Hinzman, Water and Environmental Research

Center, University of Alaska, Fairbanks).



Figure 5.  South-north variation of Kuparuk Basin wind directions for 1995, 1996, and 1997.

Shown is the frartion of winter daily-averaged wind speeds greater than 5 m s-1, for a window

covering degrees of each cardinal direction. Also shown are the general coastal and uplands

subregions.  The abscissa values correspond to the ordinate values in Figure 2.
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Figure 6. Convergence of 1995 modeled snow-water-equivalent (swe) depth distribution towards

the observed depth distribution.  Shown are the south-north varying distributions for iterations 1,

2, 3, 4, and 5. The observed distribution from Figure 3 is visually equivalent to iterations 4 and 5.

The abscissa values correspond to the ordinate values in Figure 2.



Figure 7.  Components of the 1995 moisture budget in snow-water-equivalent (swe) depth units.

At each point along the curves, snow on ground = precipitation - sublimation. The abscissa values

correspond to the ordinate values in Figure 2.



Figure 8.  Simulated 1995 Kuparuk Basin (a) end-of-winter snow-water-equivalent (swe) depth

distribution (i.e., snow on the ground), and (b) fraction of winter precipitation returned to the

atmosphere by blowing-snow sublimation.  The unrealistic linear features are the result of

merging digital elevation data sets that have incompatible boundaries.



Figure 9.  South-north variation of the fraction of total winter precipitation returned to the

atmosphere by blowing-snow sublimation, for each of the simulation years, and the three-year

average.  The abscissa values correspond to the ordinate values in Figures 2 and 8.  Also shown

are the general coastal and uplands subregions.  A 25-point line smoother was applied to the

precipitation and sublimation curves to improve readability (compare with the unsmoothed curve

in Figure 7).



Figure 10.  South-north variation of the snow-water-equivalent precipitation, for each of the

simulation years, and the three-year average.  The abscissa values correspond to the ordinate

values in Figures 2 and 8. Also shown are the general coastal and uplands subregions. A 25-point

line smoother was applied to the precipitation and sublimation curves to improve readability

(compare with the unsmoothed curve in Figure 7).
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